APPLICATION OF THE LOG-CONFORMATION TENSOR APPROACH TO THREE DIMENSIONAL VISCOELASTIC FLOWS
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Summary. A finite-volume method is applied to the numerical simulation of creeping flows of viscoelastic fluids through a 4:1 square-square three dimensional abrupt contraction. The calculation of the polymer stress contribution is carried out with the log-conformation methodology [1]. The log-conformation scheme allowed converged solutions at higher Deborah numbers for the Oldroyd-B fluid than the standard method when imposing steady flow conditions, but not for the UCM model. This does not mean that the log-conformation technique is less effective for the UCM fluid, but suggests that this flow is most probably time-dependent above a critical Deborah number. In any case, this work confirms the advantages of the log-conformation approach vis-a-vis the standard procedure.
1 INTRODUCTION

A finite-volume method is applied to the numerical simulation of laminar viscoelastic flows through a 4:1 square/square three dimensional abrupt contraction. The upper-convected Maxwell (UCM) and Oldroyd-B fluids (Old-B) [2,3], were selected for this study to analyse the applicability of the matrix logarithm formalism for Maxwell-type models in a flow with geometric singularities. It is well known that geometries with sharp corners, like contraction flows, pose a great challenge to numerical methods, especially at high Deborah numbers (a measure of the elasticity of the flow).

The flow of viscoelastic fluids in a planar 4:1 sudden contraction was selected as benchmark problem during the Fifth International Workshop on Numerical Methods in Non-Newtonian Flows in 1987 [4]. Owens and Phillips [5], McKinley et al. [6] and Boger [7] present comprehensive literature reviews on experimental studies in this flow. A wealth of numerical research has also been done, especially for the axisymmetric geometry. Extensive reviews of numerical investigations on both axisymmetric and planar contraction flows can be found in Keunings [8], Baaijens [9], Walters and Webster [10], Owens and Phillips [5] and Oliveira and Pinho [11]. More recently, the flow of Newtonian and Boger fluids in 3D square-square contractions flows was investigated experimentally by Alves et al. [12]. In this work an extensive set of flow visualizations is presented for the middle plane of a 4:1 square–square sudden contraction using a streakline photography technique. The authors reported the appearance of a lip vortex at high Deborah numbers for the more concentrated Boger fluid (PAA300 solution) and related the onset of lip vortex with the increase of shear induced normal stresses due to the secondary flow in the cross section of the rectangular channel.

An interesting flow feature was presented in the numerical work of Alves et al. [13] for a three-dimensional 4:1 square-square contraction flow. The fluid was described by using a multimode PTT model (with 4 modes) with a Newtonian solvent contribution. The experimental results and the numerical simulations showed significant vortex growth in the horizontal plane and, surprisingly, an inversion in the direction of the fluid particles flow due to elastic effects. This inversion, where the fluid particles streak lines enter to the vortex at the horizontal (or vertical) planes of symmetry and leave at the diagonal planes, was also predicted by Sirakov et al. [14] in the 3D 4:1 square to circular cross-section contraction simulations. The latter authors applied a three-dimensional finite element method to analyze the viscoelastic flow of branched LDPE through 3D planar contractions using the eXtended Pom–Pom (XPP) model.

In this work we have implemented the methodology recently proposed by Fattal and Kupferman [1], the so called matrix-logarithm or log-conformation formulation (denomination used henceforth) for the viscoelastic constitutive equations, which is based on a reformulation of the constitutive law in terms of the matrix logarithm of the conformation tensor. According to Fattal and Kupferman [1], this formulation introduces a better polynomial interpolation of the logarithm of the variables that exhibit an exponential growth near stagnation points with the added advantage of preserving the positive definiteness of the conformation tensor [1,15-19].

Fattal and Kupferman [1] also reported a breakthrough in the high Weissenberg number
problem (HWNP; like the Deborah number, the Weissenberg number measures the flow elasticity) in their numerical simulations with the Finitely-Extensible Nonlinear Elastic (FENE) Chilcott–Rallison model in a two-dimensional lid-driven cavity flow. Fattal and Kupferman [15] extended the log-conformation approach to an Oldroyd-B fluid in the same geometry using a multigrid solver, providing the possibility to perform stable simulations at very large values of the Weissenberg number. They also included a stability condition and stated that it may be very restrictive when convection is weak, as in creeping flows, and in the presence of large deformation rates, as in the flow around sharp corners.

Hulsen et al. [16] were the first to implement the log-conformation methodology in a finite element method and tested it in the benchmark flow of Oldroyd-B and Giesekus fluids past a confined circular cylinder. They reported an apparent unbounded convergence limit for the Giesekus model, whereas for the Oldroyd-B fluid the solution became unsteady at high Deborah numbers while exhibiting a strong mesh dependency, particularly for the normal stresses on the wake of the cylinder.

Kwon [17] investigated numerically the planar 4:1 contraction flow with the Leonov constitutive equation and found more stable computations using the log-conformation method than with the conventional approach. Kwon also concluded that the log-conformation approach may only be effective for constitutive equations that are proven globally stable and therefore the stability constraint has to be taken into serious consideration. In a sequel, Yoon and Kwon [18] obtained solutions for Deborah numbers in excess of 100 using finer meshes. These authors also presented solutions for the 4:1:4 contraction/expansion flow and obtained converged solutions for Deborah numbers higher than 10. In both geometries, the convergence limits decreased with mesh refinement. Recently, Kwon [19] extended the log conformation formulation to viscoelastic flows around asymmetric arrays of cylindrical obstacles confined in a channel and the results agreed qualitatively with the flow characteristics.

Coronado et al. [20] presented a simple alternative implementation of the log-conformation formulation and simulated the planar Couette flow and the flow past a circular cylinder in a channel for several viscoelastic fluids modeled by generalized constitutive models. Their results demonstrated that the method works well for the generalized constitutive model improving the numerical stability at high $De$, especially in the flow past a confined cylinder, where the maximum $De$ was extended to 1.0, as compared to 0.7 obtained with the standard DEVSS-TG/SUPG method. Their results were also in good agreement with those presented by Hulsen et al. [16].

In previous works we investigated the behaviour of the log-conformation formulation in the Finite Volume Method framework for creeping flows of viscoelastic fluids in steady and unsteady flow through a two dimensional 4:1 abrupt contraction [21,22]. The UCM and Oldroyd-B constitutive equations were used to assess the effect of different rheological behaviour on the flow patterns and solution stability. It was found that up to the critical conditions, when both methods converge to a steady solution, the use of the log-conformation technique provides solutions with similar accuracy as the standard approach. In terms of stability the log-conformation formulation is found to be more robust, and solutions could be
obtained at very high Deborah number flows, although in some cases elastic instabilities emerge.

The remainder of this paper is organised as follows: after presenting the governing equations, the log-conformation approach is described. Then, we introduce a set of parameters used to analyse the loss of evolution phenomenon. Prior to the presentation of results we briefly describe the numerical method used and present the geometry and computational meshes. The paper ends with the main conclusions.

2 GOVERNING EQUATIONS

To simulate steady incompressible creeping flows of viscoelastic fluids, the following set of governing equations needs to be solved: conservation of mass,

$$\nabla \cdot \mathbf{u} = 0$$  \hspace{1cm} (1)

conservation of linear momentum:

$$\rho D\mathbf{u}/Dt = -\nabla p + \beta \eta_o \nabla \cdot (\nabla \mathbf{u} + \nabla \mathbf{u}^T) + \frac{\eta_o}{\lambda} (1 - \beta) \nabla \cdot \mathbf{A}$$  \hspace{1cm} (2)

and a constitutive equation describing the evolution of the conformation tensor, \( \mathbf{A} \),

$$\mathbf{A} + \lambda \mathbf{v}^\mathbf{A} = \mathbf{I}$$  \hspace{1cm} (3)

where \( \mathbf{A} \) represents Oldroyd’s upper convected derivative, \( \mathbf{I} \) the unit tensor, \( \mathbf{u} \) the velocity vector, \( p \) the pressure and \( \lambda \) the relaxation time of the polymer. The viscosity ratio \( \beta \) is defined as the ratio between the Newtonian solvent viscosity, \( \eta_s \), and the total zero shear rate viscosity, \( \eta_o \),

$$\beta \equiv \frac{\eta_s}{\eta_o} = \frac{\eta_s}{\eta_s + \eta_p}$$  \hspace{1cm} (4)

where \( \eta_p \) is the polymer viscosity coefficient, and it allows selection from the two quasi-linear constitutive models used in this work: if \( \beta = 0 \) then the system of equations (2-3) defines the upper-convected Maxwell (UCM) fluid and if \( 0 < \beta < 1 \) the Oldroyd-B model [2,3]. For \( \beta = 1 \) equation (2) reduces to the standard Navier-Stokes equations valid for a Newtonian fluid. Here, \( \beta = 0.59 \) is used for the Oldroyd-B simulations. The constitutive law written in terms of the conformation tensor \( \mathbf{A} \), can be explicitly formulated as a function of the polymer contribution to the extra stress tensor, \( \tau \), with the following relation valid for both models,
\[ \mathbf{\tau} = \frac{\eta}{\lambda} (\mathbf{A} - \mathbf{I}) \]  

(5)

and thus, the system of the governing equations can be written explicitly in terms of the extra stress tensor. The formulation in terms of the extra stress tensor is frequently used, and was adopted in our previous works [11-13, 23-26].

2.1 The log-conformation representation

As mentioned above, Fattal and Kupferman [1] suggested a logarithmic transformation of the conformation tensor for differential viscoelastic constitutive equations. The core feature of the transformation is the decomposition of the velocity gradient, \( \nabla \mathbf{u} \), into a traceless extensional component, \( \mathbf{E} \), and a pure rotational component, \( \mathbf{R} \) (for details, see Ref. [1]). With this decomposition, the constitutive law (3), can be re-written as [1]

\[
\frac{\partial \mathbf{A}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{A} - (\mathbf{R} \mathbf{A} - \mathbf{A} \mathbf{R}) - 2 \mathbf{E} \mathbf{A} = \frac{1}{\lambda} (\mathbf{I} - \mathbf{A})
\]

(6)

In the log-conformation approach equation (6) is replaced by an equivalent equation for the logarithm of the conformation tensor, \( \Theta = \log \mathbf{A} \), benefiting from the fact that \( \mathbf{A} \) is a symmetric positive definite (SPD) matrix, and thus can always be diagonalized into the form

\[
\mathbf{A} = \mathbf{D} \mathbf{\Omega}^T = \mathbf{\Omega}^T \mathbf{D} \mathbf{\Omega}
\]

(7)

where \( \mathbf{\Omega} \) is an orthogonal matrix made with the eigenvectors of matrix \( \mathbf{A} \) and \( \mathbf{D} \) is a diagonal matrix made with the corresponding three distinct eigenvalues of matrix \( \mathbf{A} \). The transformation from equation (6) to an equivalent equation for \( \Theta \) is straightforward, and leads to [1]

\[
\frac{\partial \Theta}{\partial t} + (\mathbf{u} \cdot \nabla) \Theta - (\mathbf{R} \Theta - \Theta \mathbf{R}) - 2 \mathbf{E} = \frac{e^{-\Theta}}{\lambda} (\mathbf{I} - e^{\Theta}) = \frac{1}{\lambda} (e^{-\Theta} - 1)
\]

(8)

2.2 Loss of evolution

The positive definiteness of the conformation tensor is known to be crucial for well posedness of the evolution equation [27,28]. Nevertheless, some degree of loss of evolution has been found in constitutive equations proven to be stable under short and high frequency wave disturbances (Hadamard stability, Dupret and Marchal [27] and Lee et al. [28]).

In this work, the criterion followed to assess the loss of evolution was to check the determinant of the conformation tensor during the iterative procedure; if \( \det \mathbf{A} < 0 \), then the positive definiteness of tensor \( \mathbf{A} \) is violated.
3 NUMERICAL METHOD

Over the last decade, our group have been developing a finite-volume method (FVM) to calculate viscoelastic flows using various differential rheological constitutive equations for the polymer contribution to the extra stress tensor [11-13,23-26]. It is a fully-implicit FVM, based on a time marching pressure-correction algorithm and formulated with the collocated variable arrangement. A detailed description of the method can be found in Oliveira et al. [25] and Alves et al. [26]. In this work the methodology was extended to the log-conformation procedure and the corresponding modifications are explained below.

The governing equations are initially transformed to a non-orthogonal system, but keeping the Cartesian velocity and conformation/log-conformation tensor components. The log-conformation tensor evolution equation can thus be written into a general non-orthogonal coordinate system \((\xi_1, \xi_2, \xi_3)\), using now index notation for clarity, as

\[
\frac{\partial J \Theta_{ij}}{\partial t} + \frac{\partial}{\partial \xi_k} \left( u_k \beta_{ik} \Theta_{ij} \right) = J \left( R_{il} \Theta_{lj} - \Theta_{ik} R_{lj} \right) + 2JE_{ij} + \frac{J}{\lambda} \left( e^{-\Theta_{ij}} - \delta_{ij} \right)
\]

where \(J\) is the Jacobian of the transformation \(x_i = x_i(\xi_j)\) and \(\beta_{ik}\) are metric coefficients defined as the cofactor of \(\partial x_k / \partial \xi_i\).

After integration over the control volumes forming the computational mesh, and in time over a time step \((\delta t)\), the \(\beta_{ik}\) coefficients are replaced by area components (index \(k\)) of the surface whose normal vector points towards direction \(l\), the Jacobian \(J\) is replaced by the cell volume \(V\), and the derivatives \(\partial / \partial \xi_j\) become differences between values along direction \(l\).

Then after the discretization, the various terms are assembled, in the form

\[
a_p^p \Theta_{ij,p} - \sum_F a_F^p \Theta_{ij,F} = S_{\Theta_{ij,p}} + \frac{\lambda_p V_p}{\delta t} \Theta_{ij,p}^0
\]

where \(\Theta_{ij,p}^0\) refers to the \(ij\) component of the log-conformation tensor at the previous time level, \(a_p^p\) represents the central coefficient, \(a_F^p\) represents the coefficients of the neighbouring cells (with \(F\) spanning the near-neighbouring cells of cell \(P\)) and \(S_{\Theta_{ij,p}}\) is the total source term.

The discretised momentum equations are solved sequentially after assembling all coefficients and source terms, to obtain the three Cartesian velocity components \(u, v\) and \(w\). As generally the velocity components do not satisfy the continuity equation, a pressure-correction field, obtained from a Poisson pressure equation, is solved with a symmetric conjugate gradient method preconditioned with an incomplete LU decomposition.

The advective term in equation (8) was discretized with three distinct differencing schemes: the first-order accurate scheme UDS (upwind differencing scheme), the formally third-order accurate scheme QUICK (Quadratic Upstream Interpolation Scheme for Convective Kinematics) [30] and the CUBISTA high resolution scheme of Alves et al. [26], formally of
third-order accuracy in uniform meshes and especially designed for differential viscoelastic constitutive equations.

4 FLOW GEOMETRY AND COMPUTATIONAL MESH

The flow geometry and boundary conditions are illustrated in Figure 1(a). The full domain is used in the simulations in order to capture possible elastic flow asymmetries or instabilities that may developed. The half-width of the downstream channel \( H_2 \) is taken as the characteristic length scale and the average velocity in that channel \( U_2 \) is the characteristic velocity. Stresses are normalised with \( T_w = \eta U_2 / H_2 \). An inlet length of \( L_1 = 40 H_2 \) and an outlet length \( L_2 = 100 H_2 \) are used, both sufficient for complete flow development upstream and downstream of the contraction. At the entrance a uniform velocity profile is imposed, while at the exit null streamwise gradients are imposed to velocity and stress/conformation components and to the pressure gradient.

![Figure 1: (a) Schematic representation of the Square/Square 4:1 contraction geometry and (b) detailed view near the contraction plane on mesh M56.](image)

Calculations with the UCM and Oldroyd-B models, under creeping flow conditions, were carried out with two meshes, M40 and M56, whose major characteristics are listed in Table 1.

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>Degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>M40 51 000</td>
<td>510 000</td>
</tr>
<tr>
<td>M56 312 816</td>
<td>3 128 160</td>
</tr>
</tbody>
</table>

The mesh data in Table 1 includes the total number of control volumes in the meshes (NC) and the number of degrees of freedom (DOF). These computational meshes are orthogonal.
but non-uniform, and the concentration of cells is higher near the corners of the contraction and the walls, where the stress/conformation tensor gradients are expected to be higher. A zoomed view of mesh M56 near the contraction plane is depicted in Figure 1(b).

In order to assess the implementation of the log-conformation methodology described before, all simulations were carried out using two different formulations: the standard formulation using the extra stress tensor (i.e. without using the conformation tensor, see references [11-13,23-26]) and the formulation with the log-conformation tensor (for conciseness henceforth denoted \( \text{strT} \) and \( \text{LogT} \), respectively). In both formulations the L2-norm of the residuals of the equations was required to be less than a tolerance of \( 10^{-5} \), in order to stop the time stepping procedure, and all the calculations were obtained with the same time step increment (\( \delta t \)). Increments in the relaxation time of the fluid, \( \lambda \), at a fixed average velocity, allows a direct increase of the Deborah number, here defined based in the downstream conditions,

\[
De = \frac{U_2 \lambda}{H_2}
\]

In the next sections we present qualitative (flow patterns and 3D streaklines) and quantitative results (vortex sizes in diagonal and horizontal/vertical vortices, distribution of the first normal stress difference along the downstream channel wall and stability criteria). In section 5.1 we present results for the UCM model and in section 5.2 the results for the Oldroyd-B fluid.

5. RESULTS

5.1 UCM model

We start by presenting in Figure 2 the theoretical and numerical profiles of streamwise velocity in the mid planes of the inlet and outlet square channels for fully developed flow. The numerical profiles are for both \( \text{strT} \) and \( \text{LogT} \) formulations at a Deborah number of 1.35 and along the lateral and out-of-depth directions. As we can see, the theoretical and numerical profiles collapse at this Deborah number, indicating that the inlet and outlet lengths (\( L_1 \) and \( L_2 \), respectively) used in the computational meshes, are sufficient for complete flow development upstream and flow redevelopment downstream of the contraction.

Results of the normalized vortex size in diagonal (\( X_{DR} \)) and horizontal/vertical (\( X_{HR} \)) planes for both the \( \text{strT} \) and \( \text{LogT} \) formulations, obtained on meshes M40 and M56 with three different interpolating schemes for the convective terms in the constitutive equation (UDS, QUICK and CUBISTA) are presented in Figure 3. We note that the vortex sizes are normalized with \( H_1 \) (and not with \( H_2 \) as for other variables): \( X_{HR} = x_{HR}/H_1 \); \( X_{DR} = x_{DR}/H_1 \).

In the three dimensional flows both the diagonal, \( X_{DR} \) (see Figure 3a), and horizontal/vertical, \( X_{HR} \) (see Figure 3b), vortex lengths increase significantly with Deborah number, in contrast with the two-dimensional abrupt contraction [11,21,22,24]. For Newtonian fluids good iterative convergence behaviour was obtained, independent of mesh refinement and
formulation and the $x_{HR}$ values asymptotes to 0.326, in agreement with predictions by Alves et al. [12,13]. The $x_{DR}$ values asymptotes to 0.554. When CUBISTA scheme is used in the finest mesh, steady-state solutions were obtained up to $De\approx 1.4$ for both the str$T$ and Log$T$ formulations. For the less refined mesh M40 and with the UDS scheme, steady simulations were obtained up to $De\approx 2.13$ for both the Log$T$ and str$T$ formulations.

It is well known that the UDS scheme introduces some numerical diffusion [11,23-24], as observed in the str$T$ results (Figures 3a and b), where both horizontal and diagonal vortices are seem to deviate from the values obtained in a finest mesh with CUBISTA scheme. However, the UDS results obtained with the Log$T$ formulation are closer to the results obtained with both a precise interpolation scheme and a finer mesh, showing that this formulation is not so sensitive with respect to the interpolation scheme. This result is not totally unexpected since a near exponential growth in the extra stress (or in the conformation) tensor results in a linear growth in the Log$T$ formulation, which is less sensitive to the numerical precision of the interpolation scheme.

A linear relation exists between the diagonal and horizontal/vertical vortices lengths, as can be observed in Figure 4, where we plot $x_{DR}$ vs. $x_{HR}$ containing data from all formulations, mesh refinement and interpolation schemes.

Figure 2: Theoretical and numerical axial velocity profiles along the lateral and out-of-depth directions at $De=1.35$ (mesh M56).

Figure 5 shows patterns of pathlines on the center plane of the geometry ($y=0$ or $z=0$) for both formulations (in the top and bottom half of each image) as function of Deborah number obtained on mesh M56.

Flow patterns are quite similar for both formulations over the whole range of Deborah numbers. Figure 5 also includes the minimum values of the stability criterion, the value of $\det(A)_{\text{min}}$, which is approximately equal to one for all simulations. We may then assume that in these simulations numerical convergence and stability were attained.

Although at first look the recirculation flow seems to be closed, in reality the flow nature is three-dimensional and the recirculations are open. The three dimensional open recirculation in
a square-square abrupt contraction for the Newtonian fluid was already predicted by Alves et al. [12,13] and a description was presented and sketched in their figure 7. We recall the flow pattern for Newtonian flow in order to compare with the corresponding viscoelastic flow patterns. The streak lines of fluid particles departing from the top corner of the diagonal plane (points A and A’ in Figure 6) enter the diagonal recirculation spiralling towards its center, then move along the eye of the recirculation to the vortex on the horizontal/vertical planes (B and C points) where it unwinds towards the walls and exits the contraction near the re-entrant corner.

Figure 3: Dimensionless length of the (a) horizontal/vertical ($X_{HR}$) and (b) diagonal ($X_{DR}$) recirculation as a function of Deborah number obtained with meshes M40 and M56.
Figure 4: Linear relation between the diagonal and horizontal/vertical vortices lengths for UCM model.

Figure 5: Flow patterns on the center plane predicted with mesh M56. (top half) $strT$; (bottom half) $LogT$ (except for $De=0$, where only $strT$ prediction is shown) [det($A$)$_{min}$ – beside each map].
In the viscoelastic simulation, with the UCM model at $De = 1.35$, the flow behaviour of the three dimensional flow in the recirculation is somewhat different and a much more complex flow is now observed, as sketched in Figure 6b. The vortices are now more intense than in the Newtonian case, and the spiralling motion is much more accentuated.
Finally, Figure 7 presents the distribution of the normalized first normal stress difference along the line that passes near the downstream channel wall, calculated on mesh M56 with the CUBISTA scheme, for the \textit{strT} and \textit{LogT} formulations. For both formulations the $N_1/T_w$ profiles in the stream wise direction increase with the Deborah number. The differences in the $N_1/T_w$ profiles in the axial direction, near the downstream duct wall at $De \approx 1.35$ in the \textit{LogT} formulation simulations, correlate with the onset of unsteady flow, as observed in the two-dimensional work by Afonso et al. [21,22].

### 5.2 Oldroyd-B model

In this section we analyse the effect of addition of a Newtonian solvent viscosity to the polymer, i.e. results are presented to an Oldroyd-B model having a viscosity ratio of $\beta = 0.59$.

As stated in the Introduction, the log-conformation approach may only work efficiently for constitutive equations that are proven globally stable, hence the stability constraint has to be taken into serious consideration [17]. This statement is confirmed if we compare the results obtained with the UCM and the Oldroyd-B models. With the former model, the critical Deborah numbers were small (up to $De \approx 1.4$ in the finest mesh) and the \textit{LogT} formulation did not exceed the limit of the \textit{strT} formulation results, at least in the steady state simulations. With the Oldroyd-B model, the onset of unsteady flow began at higher Deborah numbers and the critical $De$ value obtained with the \textit{LogT} formulation clearly exceeded those obtained with...
the \textit{strT} formulation (especially with mesh M40 and UDS scheme).

\textbf{Figure 8} presents the results obtained for the normalized length of the diagonal ($X_{DR}$) and horizontal/vertical ($X_{HR}$) vortex for both the \textit{strT} and \textit{LogT} formulations, on meshes M40 and M56 with two different interpolating schemes (UDS and CUBISTA). Simulations with the QUICK scheme were also carried out, but are not presented here for conciseness. For the Oldroyd-B model, steady simulations were obtained up to $De \approx 4.8$ and $De \approx 5.1$ for the \textit{strT} and \textit{LogT} formulations, respectively, when the finest mesh is used with CUBISTA scheme, and the normalized vortex lengths of both the diagonal, $X_{DR}$, and horizontal/vertical, $X_{HR}$ planes, increase significantly with Deborah number.

In the coarse mesh M40 with the CUBISTA scheme, the critical Deborah was $De \approx 6.4$ and $De \approx 8.0$ for the \textit{strT} and \textit{LogT} formulations, respectively, but with the \textit{LogT} formulation and with UDS scheme the limit was obtained at higher Deborah numbers, $De \approx 50$. As for the UCM results, the numerical diffusion introduced by the UDS scheme, was more intense in the \textit{strT} results (\textit{Figures 8}), where both the horizontal and diagonal vortex lengths deviate significantly from those obtained in the finest mesh with CUBISTA scheme. The maps of the streamline patterns on the center plane, obtained on mesh M56, are shown in \textbf{Figure 9} for both formulations (in the top and bottom half of each image) as a function of Deborah number. The streamline patterns are quite similar for all Deborah numbers. The minimum value of the stability criterion for all simulations is approximately equal to one, meaning that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Dimensionless length of the diagonal ($X_{DR}$) and horizontal/vertical ($X_{HR}$) vortex as a function of Deborah number obtained with meshes M40 and M56 – Oldroyd-B fluid.}
\end{figure}
there is no loss of evolution and therefore stability was maintained in these simulations.

Figure 9: Flow patterns on the center plane predicted with mesh M56. (top half) \( \text{str}T \); (bottom half) \( \text{Log}T \) (except for \( De=0 \), where only \( \text{str}T \) prediction is shown) \([\text{det}(A)_{\min}] \) – beside each map] Oldroyd-B model.

The normalized first normal stress difference along the centreline that passes near the downstream channel wall, calculated on mesh M56 with the CUBISTA scheme, is shown in Figure 10, for the \( \text{str}T \) and \( \text{Log}T \) formulation. As in the UCM case, the \( N_1/T_w \) profiles in the axial direction increase with the Deborah number. Here again, the differences in the \( N_1/T_w \) in the axial direction, near the downstream duct wall near the critical Deborah number in the \( \text{Log}T \) formulation simulations can be correlated to the onset of unsteady flow.
Figure 10: Distribution of the normalized first normal stress difference along the centreline that passes near the downstream conduct wall, calculated on mesh M56 with the CUBISTA scheme – Oldroyd-B fluid.

6 CONCLUSIONS

A new stress formulation was implemented into a finite-volume methodology and applied to the numerical simulation of three dimensional laminar viscoelastic flows through a square/square 4:1 abrupt contraction with the upper-convected Maxwell and Oldroyd-B fluids. This new logarithmic stress formulation \((\text{Log}T)\) was contrasted against the usual stress formulation \((\text{strT})\) of previous works.

In the results obtained with the UCM model, the critical Deborah numbers were small (up to \(De\approx1.4\) on mesh M56) and similar for both the \(\text{Log}T\) and the \(\text{strT}\) formulations. However, with the Oldroyd-B model the onset of unsteady flow began at higher Deborah numbers (up to \(De\approx6.4\) on mesh M56) and the range of \(De\) for which steady results could be obtained with the \(\text{Log}T\) formulation clearly exceeded those obtained with the \(\text{strT}\) formulation (especially with mesh M40 and UDS scheme, with convergent and stable solutions up to \(De\approx50\)). This does not mean that the log conformation formulation is less effective with the UCM fluid, it simply suggests that flows of these fluids are most probably time-dependent above the critical Deborah number.

It was also found that the new logarithmic formulation demonstrates to be much less sensitive to the use of the upwind scheme, yielding results that do not show the usual detrimental effect of numerical diffusion. This is an important result since upwind is the most robust differencing scheme to deal with the advective terms in the governing equations.
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