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Abstract—Optimal dispatch of modern power systems often entails efficiently solving large-scale optimization problems, especially when generators have to respond to the fast fluctuation of renewable generation. This paper develops a method to learn the optimal strategy from a mixed-integer quadratic program with time-varying parameters, which can model many power system operation problems such as unit commitment and optimal power flow. Different from existing machine learning methods that learn a map from the parameter to the optimal action, the proposed method learns the map from the parameter to the optimal integer solution and the optimal basis, forming a discrete pattern. Such a framework naturally gives rise to a classification problem: the parameter set is partitioned into polyhedral regions; in each region, the optimal 0-1 variable and the set of active constraints remain unchanged, and the optimal continuous variables are affine functions in the parameter. The outcome of classification is compared with analytical results derived from multi-parametric programming theory, showing interesting connections between traditional mathematical programming theory and the interpretability of the learning-based method. Tests on a small-scale problem demonstrate the partition of the parameter set learned from data meets the theoretical outcome. More tests on the IEEE 57-bus system and a real-world 1881-bus system validate the performance of the proposed method with a high-dimensional parameter for which the analytical method is intractable.
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I. INTRODUCTION

As modern power systems continue to expand, some large-scale systems can possess thousands of buses and generators [1]. The optimal operation of power systems often entails solving a large mixed-integer optimization problem, which is a challenging task. Meanwhile, the increasing penetration of volatile renewable resources brings notable uncertainty in system operation, and generators must rapidly respond to the fluctuation of renewable power and load in real-time, requiring high computational efficiency.
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For the optimal power flow (OPF) and economic dispatch (ED) problems, some online algorithms have been proposed, such as the quasi-Newton method [2], dynamic alternating direction method of multipliers based on suitable linearization [3], and hierarchical decentralized algorithm [4]. However, these methods can only handle continuous variables. Optimization problems with integer variables are also of great importance in power system operation, such as in unit commitment (UC) and transmission switching. Although mixed-integer programming solvers have been significantly improved during the past decades, solving a large-scale mixed-integer program may still be time-consuming due to non-convexity.


In the field of power system operation, several learning-assisted optimization methods have also been found. The majority of them employ surrogate models, i.e., the optimal solution is directly predicted from ML models. Ref. [15] applies the stacked extreme learning machine method to the OPF problem. The mapping from load demands to optimal generation schedules is divided into several sequential learning tasks. Ref. [16] combines artificial neural network (ANN) and simulated annealing algorithm for the UC problem; ANN predicts the on-off status of generators, and simulated annealing optimizes the generator output. Ref. [17] applies enhanced augmented Lagrange Hopfield network to the ED problem. The network is trained by regarding augmented Lagrangian function as the
energy function. Ref. [18] uses a Gaussian-process-emulator as a nonparametric surrogate model for the stochastic economic dispatch with wind penetration, where Isomap, a manifold learning method, is utilized for reducing the dimension and improving the efficiency of gaussian-process-emulator.

In recent years, reinforcement learning (RL) becomes a flourishing method for power system operation and control. Refs. [19]–[21] use RL to solve large-scale OPF and ED problems. These RL models are trained with the rewards defined as the objective function with Lagrangian penalty terms, while decision variables such as generator outputs are discretized to present discrete actions. Ref. [22] applies the Q-learning method to UC problems with renewables; the actions are the startup/shutdown behaviors of generators; the Q values are defined as generation costs and are approximated by a linear ANN. Ref. [23] integrates particle swarm algorithm with RL to solve UC problems under uncertainties, where RL is used to avoid local convergence of the meta-heuristic algorithm. Ref. [24] learns the multi-agent trading policy of renewable energy via Q-learning. Ref. [25] solves the automatic generation control problem with the Deep Double Q-Network algorithm. Ref. [26] uses a state-action-reward-state-action algorithm to schedule electric vehicle charging stations. A linear function is used to approximate the function between features and rewards, and the weights in the linear function are regarded as the training target.

The aforementioned ML methods can improve the efficiency of solving large-scale optimization problems, but there are also some shortcomings. First, unlike traditional mathematical programming model that explicitly cope with constraints, ML models usually treat constraint violation as a penalty; it is sometimes difficult to find the exact security boundary due to the lack of data. So security may become an issue because the loss for deploying an infeasible strategy is unaffordable. Second, some ML methods, such as neural network, lack interpretability and resemble a black box. The decision maker can hardly know why such a strategy is found and how large the optimality gap is. Third, ML methods are typically model-free, which is attractive in tasks like computer vision and natural language processing. However, the classic models of the power system contain important information for making a dispatch decision, but are not fully utilized.

In view of the ability of ML techniques and its potential in helping power system operators making quick decisions to tackle uncertainty, such as in the online and rolling-horizon optimization problems, this paper aims to develop a method to learn the optimal solution of UC, ED, and OPF problems with time-varying parameters, which are mathematically modeled as a quadratic program or a mixed-integer quadratic program (MIQP). The contributions are twofold:

1) A model-based ML method for power system operation problems that are formulated as MIQPs. Unlike existing ML methods that learn a map from parameters to the optimal strategy, the proposed method learns the map from parameters to the optimal pattern, including the integer solution and the set of active constraints. The optimal pattern is naturally discrete and the learning task gives rise to a classification problem. The outcome is a polyhedral partition of the parameter set. In each region, the optimal integer variables and the set of active constraints remain unchanged, and the optimal continuous variables are affine functions in the parameters. Such a framework has two advantages. First, it makes full use of the power system model and explicitly accounts for security constraints. Second, the computational burden is encapsulated in the offline training process. During the online stage, no optimization problem is solved; only algebraic operation is needed, saving computational resources. This means the commercial solver does not need to be integrated with the dispatch platform, and there is no need to transfer real-time data between the energy management system and the commercial solver, simplifying the architecture of the energy management system. We notice the same idea in a recent literature [27]. Nevertheless, the intrinsic structure of the optimal solution as well as the interpretability is not discussed.

2) A method to interpret the machine learning results. The classification can be implemented via either a neural network or a classification tree. When the tree method is used for classification, the result naturally interprets how and why the decision is made. It is shown that both neural networks and classification trees provide consistent partition. We reveal interesting connections between the machine learning results and multi-parametric programming theory. It is found that the criteria of classification coincide with the boundary of critical regions which can be analytically derived if the dimension of parameters is low. Such discussions bridge the traditional optimization theory and ML methods. On the one hand, parametric MIQP provides a unique perspective to explain and validate the ML method; on the other hand, as it is rather difficult to analytically solve a parametric MIQP with a high-dimensional parameter vector, the ML method can procure at least an approximate solution which contains structured information of power system optimal operation policy.

The rest of this paper is organized as follows. Section II introduces the properties of MIQPs and the proposed method. Section III reveals the connection between the classification results and multi-parametric programming theory. Section IV discusses the special case in which the objective function is linear and the application on locational marginal price (LMP) calculation. Section V presents case studies on the IEEE 57-bus system and a real-world 1881-bus system. Finally, Section VI summarizes the conclusion.

II. PROPOSED METHOD

The motivation of the ML method is presented first, and then the method is formalized via a classification problem.

A. Motivation of the Learning Method

The canonical form of an MIQP can be expressed as:

$$\min \quad x^TQx/2 + c_1^Tx + c_2^Ty$$

s.t. $Ax + Ey \leq b + B\theta$  
$$x \in \mathbb{R}^n, \quad y \in \{0,1\}^m$$

(1)
where $x$ and $y$ represent continuous and binary variables, respectively; $Q$ is a positive semidefinite matrix; $A$, $B$, $E$, $c_1$, $c_2$, and $b$ are constant coefficients with compatible dimensions. We assume $Q = Q^T$, otherwise, replacing $Q$ with a symmetric matrix $(Q + Q^T)/2$ does not alter the objective function. $\theta$ is the parameter representing renewable generation. For instance, Formulation (1) encompasses several power system operation problems, such as OPF with $n_y = 0$ and UC with $n_y > 0$.

Given the value of $\theta$, MIQP (1) can be solved by commercial solvers. Due to the existence of binary variables, the computation can take some time, depending on the problem size. As the renewable generation is volatile, the value of $\theta$ changes rapidly. To maintain power system security and achieve an economic operation, a straightforward mean is to solve problem (1) more frequently with the latest update or forecast of $\theta$, such as the rolling horizon scheme [28]-[30] and the online operation scheme [2]-[4], putting forward the need of highly efficient methods to solve a single instance of MIQP (1) with a fixed $\theta$. ML technique encapsulates computational efforts in the offline training process and is able to provide quick decisions within moderate time in the online stage. The task comes down to learning the optimal value $v(\theta)$ and optimal solution $(x(\theta), y(\theta))$ as functions in the parameter $\theta$. However, model-free learning methods do not fully utilize the mathematical model (1) and its specific solution structure.

When the parameter $\theta$ changes in a certain region, the number of optimal integer variables and active constraints are typically much fewer than the number of possible candidates. Take the UC problem for an example. Many units are always on because of lower costs; some constraints are always active with some others never becomes binding. The above observations motivates learning the map from $\theta$ to the optimal binary variables and active constraints, constituting an optimal pattern which is discrete. Fixing the optimal integer variable $y^*$ and set of active constraints, MIQP (1) reduces to

$$
\begin{align*}
\min & \ x^\top Qx/2 + c_1^\top x \\
\text{s.t.} & \ Ax \leq b - Ey^* + B\theta
\end{align*}
$$

(2)

As the set of active constraints have been learned, the optimal continuous variable $x^*$ can be determined from the following Karush-Kuhn-Tucker (KKT) optimality condition

$$
\begin{align*}
Qx^* + c_1 + A^\top \mu = 0 \\
Ax^* + Ey^* - B\theta = b
\end{align*}
$$

(3)

where $\tilde{A}$, $\tilde{B}$, $\tilde{E}$, and $\tilde{b}$ are sub-matrices corresponding to the active constraints; $\mu$ is the dual variable corresponding to the active constraints. A momentous observation is that when $\theta$ varies in some certain set, the optimal pattern remains unchanged. If we regard (3) as a set of linear equations with $(x^*, \mu)$ being the variable and $\theta$ the observed parameter, the optimal continuous variable and dual variable can be easily obtained by solving a linear equation set which is very efficient, as optimization is no longer required. Therefore, to learn the optimal value function $v(\theta)$ and optimal solution function $(x(\theta), y(\theta))$, we have to identify all the optimal patterns and their corresponding invariant set of parameter $\theta$.

### B. Learn to Solve MIQP via Classification

Now, the core of the learning method is to identify the mapping from the parameter $\theta$ to an optimal pattern. The ML method consists of two main parts: offline learning and online prediction, as detailed in the following.

1) Offline Learning: Offline learning mainly includes learning the mapping from the parameter to the optimal patterns and storing the coefficient matrices associated with each pattern. The procedures are as follows.

(a) Problem setup: Formulate the problem as the canonical form stand form (1), and store the coefficient matrices. Retrieve the lower and upper bounds of parameters $\theta_{min}$ and $\theta_{max}$, and define the parameter set $\Theta = \{ \theta | \theta_{min} \leq \theta \leq \theta_{max} \}$. Initialize optimal pattern set $S = \emptyset$.

(b) Sampling: Get historical observations of $\theta$ and optimal binary variable; if unavailable, generate samples $\theta_1, \theta_2, \cdots$ from parameter set $\Theta$ that are likely to appear. For each sample, solve MIQP (1) under parameters $\theta_i$, and record the optimal binary solution and active constraints in pattern $s_i$; If $s_i \notin S$, update $S \leftarrow S \cup s_i$. With a proper sampling set, the set $S$ basically covers all possible patterns that are likely to appear in practice. More details about the sampling procedure are provided in the discussion.

(c) Matrix Storage: For each pattern $s_i$, Record the coefficients of KKT condition (3), i.e., the optimal binary variable $y^*$ and coefficient matrices $\tilde{A}$, $\tilde{B}$, $\tilde{E}$, and $\tilde{b}$ of active constraints.

(d) Training: Learning the mapping from parameters to the optimal patterns comes down to a multi-class classification problem. The input is the sampled parameters, and the output is the label of the corresponding pattern. Samples are divided into a training set and a testing set. The classification model is trained on the training set.

Some technical details are provided as follows.

1. The number of samples should be sufficiently large, such that most optimal patterns have been explored. A method called the Good-Turing estimator was provided in [31] to determine the proper number of samples through estimating the probability for the non-existence of undiscovered patterns. Let $N$ be the current number of samples, and $N_1$ the number of samples corresponding to the patterns appeared only once. Then the probability $p_0$ of there still existing undiscovered patterns with a confidence level of $\delta$ is bounded by

$$
N_0 \leq \frac{N_1}{N} + (2\sqrt{2} + \sqrt{3}) \sqrt{\frac{1}{N} \ln \left( \frac{3}{1 - \delta} \right)}
$$

(4)

Equation (4) provides an upper bound of $p_0$. In order to ensure that $p_0$ is below a certain threshold $\alpha$, we can let the probability be less than a threshold, namely

$$
\frac{N_1}{N} + (2\sqrt{2} + \sqrt{3}) \sqrt{\frac{1}{N} \ln \left( \frac{3}{1 - \delta} \right)} \leq \alpha
$$

(5)

If we have enough data so that $N_1$ eventually approaches 0, then from (5) we have

$$
N \geq \frac{20.8}{\alpha^2} \ln \left( \frac{3}{1 - \delta} \right)
$$

(6)
In practice, when the classification model is trained with more data, both $N$ and $N_1$ grows. We can terminate the training algorithm once (5) is met. Assuming $\delta = 0.99$, $\alpha = 0.05$, which means $p_0$ is guaranteed to be less than 0.05 with a confidence level of 0.99, then the stopping criterion is

$$0.0025N^2 - 118.6N - 0.1N_1N + N_1^2 \geq 0, \quad N_1 \leq 0.05N \quad (7)$$

Although the above Good-Turing estimator only provides a probabilistic guarantee, it works well in practice, which can be seen from the case studies in Section V.

2. Two methods can implement the classification: ANN and oblique decision trees (ODT) [32]. We will demonstrate that both of them are capable of learning the optimal patterns. From the application perspective, ANN has better computational performance thus can effectively handle complicated problems, while ODT prevails in interpretability which helps the system operator better understand how the decision is made. Nevertheless, the classification can be implemented by other approaches, e.g. SVM and gradient boosting trees, depending on the specific need.

For the ANN method, we choose the 3-layer structure with ReLU activation, and the output layer is activated by softmax so that the probability of each class can be estimated, as shown in Fig. 1(a). Such a structure strikes a proper balance between representation capability and ease of training. 2-layer ANN with 1 hidden layer requires a significant number of neurons to maintain the representation performance, while the ANN with more than 3 layers is unnecessary for the simple classification task. For the ODT method, a binary tree is applied where each node is split by a multivariate linear expression, as shown in Fig. 1(b). Coefficients $a_i, b_i$ are iteratively optimized via a heuristic algorithm [32], ensuring that the tree is optimal or near-optimal.

2) Online Prediction: The online prediction procedure for the two classification methods will be introduced separately.

The online algorithm for ODT is as follows:

(a) **Retrieving the optimizer:** The label of the optimal pattern is predicted by ODT, thus the optimal binary variable $y^*$ and the set of active constraints are clear. The optimal continuous variable is optimal in problem (2), and is retrieved by solving linear equation set (3).

(b) **Feasibility Check:** Substitute the optimal solution into the remaining inequality constraints of the original problem (1). If the constraint violation is small, an alternative pattern with a feasible solution needs to be picked out as the predicted solution. It is likely that the prediction error comes from only a few node splitting procedures, so we can backtrack each parent node and iteratively examine the patterns in the other branch until a feasible solution is acquired. If the constraint violation is large, it means no similar scenario has been explored in the training process. A remedy is to first deploy a feasible strategy that can be quickly found, and then train the classification once time permits. The feasible strategy is acquired by traversing the existing patterns, which is efficient because obtaining a solution under each pattern only entails matrix operations. Thus a near-optimal solution can be quickly found. Afterwards, the ODT should be retrained to prevent infeasibility from occurring in the future. Before retraining the model, new samples are generated near the infeasible point in the parameter space, the number of which can be approximated as the average number of samples in the existing patterns. For each new sample, the i-th parameter $\theta_i$ is randomly picked within the interval $[\theta_i - \frac{\delta_i^u - \delta_i^-}{2m\times D}, \theta_i + \frac{\delta_i^u - \delta_i^-}{2m\times D}]$, where $\theta_i$ is the i-th parameter of the infeasible point, $\delta_i^u$ and $\delta_i^-$ represent the upper bound and lower bound of the i-th parameter, $m$ is the number of existing patterns, and $D$ is the dimension of the parameter space. The above interval is determined based on the approximation that the undiscovered critical region is centered at the infeasible point and occupies a volume of $V/m$, where $V$ is the total volume of the parameter space which is typically a hypercube. After the new samples are added to the sample set, the ODT is modified by finding out the leaf nodes which the new samples fall into, and then training an additional branching for the ones with false predictions using the new samples. As only minor changes to the model are required, the above retraining process is computationally efficient.

The online algorithm for ANN differs a little. As the output layer of ANN provides the probability of each pattern rather than a single optimal one. We can verify all the candidate patterns in order to obtain the actual optimal one. The online algorithm for ANN is as follows:

(a) **Retrieving candidate optimizers:** The possibilities of each pattern being optimal are predicted by ANN. Find out the first $k$ candidate patterns with the highest possi-
The primal-dual pair \((x^*, \lambda^*)\) can be expressed as
\[
\begin{bmatrix}
  x^* \\
  \lambda^*
\end{bmatrix} = \begin{bmatrix}
  Q & A^T \\
  A & 0
\end{bmatrix}^{-1} \begin{bmatrix}
  -c_l \\
  b^* + B\theta
\end{bmatrix}
\]  
(10)

When the problem is non-degenerate, which is a mild condition, the inverse matrix exists [33]. Then, we can solve \((x^*)\) and \(\lambda^*\) from (10)
\[
x^* = M\theta + m
\]  
(11)
\[
\lambda^* = N\theta + n
\]  
where \(M, N, m, \) and \(n\) are constant coefficients. Although (11) is derived based on a given \(\theta\), it helps understand how \(\theta\) affects \(x^*\) and \(\lambda^*\). To this end, recall the remaining constraints
\[
\hat{A}x^* < b^* + B\theta
\]  
(12)
where \(\hat{A}, \hat{b}\), and \(\hat{b}\) correspond to the inactive constraints. Their corresponding dual variables must be 0 due to complementarity and slackness condition. In addition,
\[
\lambda^* \geq 0
\]  
(13)

must hold in the KKT condition of problem (8).

Substituting (11) into (12) and (13), we obtain a set
\[
\mathcal{CR} = \left\{ \begin{array}{l}
\theta \in \mathbb{R}^n : N\theta + n \geq 0 \\
(\hat{A}M - B)\theta \leq b^* - \hat{A}m
\end{array} \right\}
\]  
(14)
In the theory of multi-parametric programming [33], set \(\mathcal{CR}\) in (14) is called a critical region. When \(\theta\) varies in \(\mathcal{CR}\), the set of active constraints does not change, so the optimal solution can always be recovered from (11), regardless of the value of \(\theta\). Therefore, in a critical region, the optimal solution \(x^*\) and dual variable \(\lambda^*\) are affine functions of \(\theta\). If \(\theta\) steps outside one critical region, the set of active constraints change, and another critical region can be found. From (14) we can see critical regions are polyhedral sets.

The solution properties of problem (8) under a given binary variable \(y^*\) are summarized below:
- The parameter set \(\theta\) is partitioned into critical regions which are polyhedral sets.
- In each critical region, the optimal continuous variable \(x^*\) is an affine function in parameter \(\theta\)
- The optimal objective is a quadratic function in \(\theta\)

In the ODT method, each tree node is split by a hyperplane \(a^T_i \theta = b_i\). Such a hyperplane is the boundary of some critical regions in (14). In this sense, the result of ODT is interpretable and coincides with the theoretical analysis.

In order to show the interpretability more intuitively, we apply both analytical methods and the proposed learning method to the direct-current OPF problem
\[
\begin{align}
\min & \quad \sum_i a_{ip_{gi}}^2 + b_i p_{gi} \\
\text{s.t.} & \quad p_{gi} + p_{wi} - p_{di} = \sum_{k \in \Lambda_i} \delta_k - \delta_i, \forall i \quad (15a) \\
& \quad - P^L_{ik} \leq p_{gi} \leq P^U_{ik}, \forall i, k \in \Lambda_i \quad (15b) \\
& \quad \delta_{ik} \leq \delta_k \leq \pi_{ik}, \forall i \quad (15c) \\
& \quad \Theta = \left\{ p_{wi} \left| p_{wi} \leq \min p_{wi}, p_{max} \right. \right\} \quad (15d)
\end{align}
\]
Decision variables are the generation outputs \( p_{g,i} \), bus angles \( \theta_i \) and line flows \( p_{lk} \). Parameters are the outputs of wind farms \( p_{wi} \). Load demand \( p_{di} \) is assumed to be fixed for ease of exhibition. \( a_k, b_k \) are the coefficients of generation cost functions. \( X_{ik} \) is the reactance of the branch connecting buses \( i \) and \( k \); \( P_{ik}^m \) is the power flow capacity. \( P_{ik}^l/P_{ik}^m \) and \( p_{wi,i}^m/p_{wi,i}^a \) are the minimum/maximum output of thermal units and wind power at bus \( i \). The objective function (15a) is to minimize the total fuel cost of thermal units. Constraint (15b) is the nodal power balance equation, while the remaining constraints in (15c)-(15f) define lower and upper bounds of decision variables and parameters.

A test case is constructed based on a modified IEEE 30-bus system with two wind farms connected at bus 26 and bus 29. The output range of the two wind farms are the parameters and vary in the interval [0, 150]MW. The critical regions obtained from the theoretical analysis are displayed in Fig. 3, where the grey area is the infeasible region, i.e., for any \( \theta \) in this region, the OPF problem (15) is infeasible. The hyperplane expressions of boundaries in Fig. 3 are calculated by (14) and summarized in (16a)-(16e).

\[
\begin{align*}
\theta_1 + \theta_2 &= 37.05 \quad (16a) \\
\theta_1 + \theta_2 &= 91.04 \quad (16b) \\
0.7741\theta_1 + 0.6331\theta_2 &= 64.98 \quad (16c) \\
0.8499\theta_1 + 0.5318\theta_2 &= 64.83 \quad (16d) \\
0.7741\theta_1 + 0.6331\theta_2 &= 86.32 \quad (16e)
\end{align*}
\]

Equalities (16a) and (16b) imply that some generators reach the minimum output when the total wind generation increases to certain level. Equalities (16c), (16d), and (16e) originate from the limitations of line flow capacity (15c).

Then, the ANN and ODT methods are performed to learn the set of active constraints, as there is no binary variable in the OPF problem (15). For the ODT method, the decision tree after training is displayed in Fig. 4; the splitting criteria are shown beside each branch. It is observed that the splitting criteria in ODT are very close to the exact partition of critical regions. The criteria of nodes 1-5 match (16d), (16b), (16e), (16a), and (16c) respectively. Such coincidence explains that the true optimal dispatch policy can be learned with high accuracy.

The ANN method is also conducted, but the ANN does not offer a directly interpretable result. Nevertheless, since ANN and ODT identify the set of active constraints, the classification results are examined point-by-point and exhibited in Fig. 5. Compared to Fig. 3(a), we can see two ML methods provide almost exact partitions of critical regions, and the results are well interpreted via the tree in Fig. 4.

The above example considers a continuous optimization problem. When binary variables are taken into account, the situation is more complicated. We can think that the MIQP can be solved at all possible values of binary variables. Each binary variable corresponds to an optimal value function, then the optimal value function of the MIQP is the pointwise minimum of all the optimal value functions with fixed binary variables. For example, Fig. 6(a) shows the optimal value functions \( z_1(\theta) \) and \( z_2(\theta) \) under different binary variables. The pointwise minimum \( z(\theta) = \min\{z_1(\theta), z_2(\theta)\} \) is piecewise quadratic and drawn in Fig. 6(b). The region \( CR_0 \) is divided into three critical regions \( CR_1, CR_2, \) and \( CR_3 \). In each new critical region, the optimal continuous variable remains an affine function in the parameter \( \theta \).

Although the solution structure of MIQP has been analyzed, solving a parametric MIQP is much more difficult than solving a single MIQP, especially when the dimension of the parameter is high. The proposed learning method is scalable to the dimension of parameter \( \theta \).
For a given optimal pattern with a binary variable \( y \), suitability for linear case contingency constraints are also discussed in this section.

### A. Suitability for Linear Case

For MILP, the offline learning process remains unchanged. For a given optimal pattern with a binary variable \( y^\star \) and a set of active constraints \( \hat{A}x + \hat{E}y^\star = \hat{b} + \hat{B}\theta \), the optimal continuous variable solves

\[
\min \ c^\top \bar{x} \quad \text{s.t.} \quad \hat{A}x = \hat{b}^\star + \hat{B}\theta
\]

where \( \hat{b}^\star = \hat{b} - \hat{E}y^\star \). The optimality condition of (17) is

\[
\hat{A}^\top \lambda^\star = c_1 \\
\hat{A}x^\star = \hat{b}^\star + \hat{B}\theta
\]

where \( \lambda^\star \) is the dual variable corresponding to the active constraints. When the problem is non-degenerated, matrix \( \hat{A}^\top \) is invertible, and \( (x^\star, \lambda^\star) \) can be expressed as

\[
x^\star = \hat{A}^{-1}\hat{b}^\star + \hat{A}^{-1}\hat{B}\theta \\
\lambda^\star = (\hat{A}^\top)^{-1}c_1
\]

The remaining dual variables \( \hat{\lambda} \) for inactive constraints are 0 according to complementary slackness condition.

The inactive constraints are

\[
\hat{A}x^\star < \hat{b}^\star + \hat{B}\theta
\]

Substituting (19) into (20), the critical region can be obtained

\[
\text{CR} = \left\{ \theta \left| (\hat{A}\hat{A}^{-1}\hat{B} - \hat{B})\theta < \hat{b}^\star - \hat{A}\hat{A}^{-1}\hat{b}^\star \right. \right\}
\]

The set of active constraints keeps invariant in a critical region, i.e., \( (\hat{A}, \hat{B}, \hat{b}^\star) \) does not change. So \( x^\star \) is an affine function of \( \theta \), and \( \lambda^\star \) is constant in a critical region according to (19). In fact, (19) and (21) are special cases of (11) and (14). When \( Q = 0 \), the conditions on primal variable \( x^\star \) and dual variable \( \lambda^\star \) are decoupled.

In summary, the proposed method can be applied to MILP-based problems with minor adjustments on the calculation of continuous optimizer.

### B. Implication on LMP

The above discussion inspires learning the map from parameter \( \theta \) to locational marginal prices (LMPs). Indeed, a multiparametric linear programming method for LMP forecast was proposed in [34]. In OPF problem (15) with a linear objective function, the LMP at each bus can be extracted from the dual variable \( \gamma \) associated with each nodal power balancing constraint (15b). By the expression in (19), in each critical region LMP remains constant. Therefore, we just need to learn the critical regions and the corresponding value of LMP. The procedures are as follows:

**Offline Training:**

(a) Formulate the DCOPF problem as an mp-LP problem.
(b) Retrieve data samples and generate the pattern set. Each pattern corresponds to a set of active constraints.
(c) For each pattern, record the coefficients \( (\hat{A}, \hat{B}, \hat{b}^\star) \) and \( \lambda^\star \) in (19)-(20).
(d) Train the ML model for the classification task.

**Online Prediction:**

(a) Predict top-k candidate patterns for the sample.
(b) Retrieve k candidate solutions \( (x^1, \ldots, x^k) \) for the DCOPF problem, and find out the optimal one \( x^\star \) by comparing the objective value. Regard the corresponding \( \lambda^\star \) as the predicted LMP.

A test case of LMP is constructed based on a modified PJM 5-bus system. The original system can be found in [35]. The topology and parameters of the system are displayed in Fig. 7. The varying parameters in the problem are the load variations at bus B and D with the range of \([-100, 100]\)MW. 10000 samples are generated in the proposed method, including 8000 training samples and 2000 test samples. The critical regions acquired by the theoretical analysis and the proposed method with ANN are shown in Fig. 8a and Fig. 8b respectively.

The LMP in each critical region is a constant, which can be accurately inferred by (19). Therefore, the error of the proposed method only comes from the misclassification of patterns, i.e., the error on the division of critical regions. Results show that when top-2 predictions are provided, all the test samples are given a correct pattern, and all the predicted LMPs are accurate.
Critical regions by learning
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C. Incorporating Contingency Constraints

Sometimes, contingency constraint is also included in the UC problem, ensuring the security of power flow redistribution after the tripping of a transmission line. The $N-1$ contingency constraint can be cast as [36]

$$-F_l \leq \sum_{i}^{l} \pi_{il}^k p_l^d - \sum_{j}^{l} \pi_{jl}^k p_j^d \leq F_l, \forall l, \forall k \quad (22)$$

where $p_l^d$ represents the generator output at bus $i$; $p_j^d$ is the load demand at bus $j$; $F_l$ is the power flow capacity of line $l$; $\pi_{il}^k$/$\pi_{jl}^k$ represents the power transfer distribution factor from bus $i$/$j$ to line $l$ under contingency scenario $k$. In UC problem, constraint (22) holds in every period.

As the contingency constraint (22) is linear, the UC problem remains an MILP/MIQP. However, the contingency constraint set introduces a large number of inequalities in the parametric programming problem, and the majority of them are redundant, or in other words, removing any of the redundant constraints does not change the feasible set of the original UC problem. Hence, to improve computational efficiency, it is helpful to remove redundant constraints in advance. To this end, several redundancy filtering methods have been proposed, such as those in [36]–[38]. Here we apply a data-driven method to reduce the size of the contingency constraint set. First, the UC problem without contingency constraints is solved under each set of parameters in the training set, and line power flow under each contingency can be calculated based on the optimal generation schedule. With $N_{train}$ training samples, we can get $N_{train}$ groups of line flow data. By traversing such data, the overloaded lines and the corresponding contingency scenarios are obtained. Assuming that the number of training samples is sufficient, we can pick up necessary line flow constraints that could impact the feasible region of the SCUC problem and circumvent redundancy.

V. CASE STUDY

In this section, the proposed method is tested via the network constrained unit commitment problem (NCUC). Solar outputs are regarded as the varying parameters in the problem. The detailed model of NCUC is given in the Appendix, which has the canonical form of (1). Testing systems include the IEEE 57-bus system and a real-world 1881-bus system in China. The case studies aim to exhibit the performance of the proposed learning method for solving a single instance of MIQP (1) with a fixed $\theta$, from the perspectives of computation efficiency, infeasibility rate, and optimality gap. In practice, MIQP (1) can be solved in a rolling horizon fashion with the latest forecast of $\theta$, so that unit on-off status can be updated sub-hourly, for example, 15 minutes, supporting the operation of fast-response gas-fired units. As the renewable forecast is beyond the scope of this paper, the rolling horizon implementation is omitted from the case study.

A. IEEE 57-bus system

The System data can be found in Matpower toolbox [39]. Two solar stations with 100MW rated capacity connect to the system at bus 8 and bus 9. Parameter $\theta$ includes solar outputs of two stations in the next 24 periods, so the dimension of $\theta$ is 48. In order to fully sample the parameter space, adequate solar output curves should be obtained. In this study, the solar data is acquired based on the method in [40].

ANN is applied to learn the optimal patterns. Each of the two hidden layers consists of 30 nodes with ReLU activation, and the output layer is activated by the softmax function in order to predict the probabilities of each pattern.

The experiment is implemented on a laptop with an Intel i7-1065G7 CPU and 16 GB memory. Optimization problems are solved by CPLEX 12.9 with YALMIP interface [41]. ANN is implemented by TensorFlow [42].

For online prediction, 5 candidate patterns are selected and the final predicted solution is the optimal one among the 5 solutions. The ANN is trained with 60000 sampled curves shown in Fig. 9. Another 20000 samples are used to examine the performance of the ML method.

First, the effect of the Good-Turing estimator is examined and exhibited in Fig. 10. In Fig. 10(a), it is observed that the ratio $N_1/N$ decreases during sampling, indicating that there are fewer patterns that appeared only once with the increase of the number of samples. The shaded area in Fig. 10(a) contains the points where the stopping criterion (7) is met. When the sampling number $N$ is greater than 50000, the curve of $N \sim N_1/N$ enters the shaded area, and hence the sampling procedure is terminated. Fig. 10b displays the change of pattern number during sampling. It can be seen that when $N = 50000$, the number of optimal patterns is around.
150, and the further growth of $N$ does not bring to a notable increase of new patterns, validating the effectiveness of the stopping criterion.

From Table I, we can observe that the infeasibility rate continues to drop as more patterns are discovered. When the size of the training set increases to 60000, only one sample among the 20000 test samples is predicted to be infeasible. Additionally, the sub-optimality rate is also small enough, and the gap of sub-optimality is no more than 0.21%, indicating that even if a suboptimal value is predicted, it is still very close to the true optimal one. The above results validate the feasibility and efficiency of the proposed method.

**TABLE I: Test results by top-5 prediction**

<table>
<thead>
<tr>
<th>Training set size</th>
<th>10000</th>
<th>20000</th>
<th>40000</th>
<th>60000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of pattern set</td>
<td>84</td>
<td>110</td>
<td>134</td>
<td>153</td>
</tr>
<tr>
<td>Infeasibility rate</td>
<td>0.1%</td>
<td>0.05%</td>
<td>0.025%</td>
<td>0.005%</td>
</tr>
<tr>
<td>Suboptimality rate</td>
<td>0.13%</td>
<td>0.085%</td>
<td>0.05%</td>
<td>0.055%</td>
</tr>
<tr>
<td>Max suboptimality gap</td>
<td>0.21%</td>
<td>0.21%</td>
<td>0.21%</td>
<td>0.13%</td>
</tr>
</tbody>
</table>

It is found that the value of $k$ also influences the quality of predictions, as an increase of $k$ implies a higher possibility of including the true optimal pattern. Table II and Table III provide additional results with $k = 30$ and $k = N_p$ respectively, where $N_p$ is the size of the pattern set, implying the latter one traverses all the optimal patterns found with the training data. Results in Table I-Table III show that a larger $k$ leads to a reduced feasibility rate and optimality gap. Table III suggests that when the predictions are acquired by traversing the optimal pattern set, all the predicted solutions are feasible, and the maximum optimality gap is no more than 0.0012%, demonstrating the effectiveness of the proposed method. Although a larger value of $k$ leads to an increase in the prediction time, the online time is still kept within 0.16s even if all the optimal patterns are traversed, which is fast enough in real applications.

**TABLE II: Test results by top-30 prediction**

<table>
<thead>
<tr>
<th>Training set size</th>
<th>10000</th>
<th>20000</th>
<th>40000</th>
<th>60000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of pattern set</td>
<td>84</td>
<td>110</td>
<td>134</td>
<td>153</td>
</tr>
<tr>
<td>Infeasibility rate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Suboptimality rate</td>
<td>0.06%</td>
<td>0.035%</td>
<td>0.025%</td>
<td>0.02%</td>
</tr>
<tr>
<td>Max suboptimality gap</td>
<td>0.21%</td>
<td>0.21%</td>
<td>0.13%</td>
<td>0.08%</td>
</tr>
</tbody>
</table>

**TABLE III: Test results by traversing the pattern set**

<table>
<thead>
<tr>
<th>Training set size</th>
<th>10000</th>
<th>20000</th>
<th>40000</th>
<th>60000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of pattern set</td>
<td>84</td>
<td>110</td>
<td>134</td>
<td>153</td>
</tr>
<tr>
<td>Infeasibility rate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Suboptimality rate</td>
<td>0.055%</td>
<td>0.035%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Max suboptimality gap</td>
<td>0.21%</td>
<td>0.21%</td>
<td>0.0012%</td>
<td>0.0012%</td>
</tr>
</tbody>
</table>

Table IV compares the performance of the proposed method with a model-free direct prediction method recently proposed in [43]. It predicts each binary variable as a binary classification task. For the continuous variable, k-means clustering is implemented to approximate the division of critical regions, followed by linear regressions between each continuous variable and parameters in each cluster. Such a method directly predicts the optimal solution without exploiting the solution
structure of the optimization model discussed in Section III. The method is applied to the UC problem of the above 57-bus system. The same 60000 samples are used to train the model.

**TABLE IV: Comparison of two ML methods**

<table>
<thead>
<tr>
<th>Method</th>
<th>Proposed method</th>
<th>Direct prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infeasibility rate</td>
<td>0</td>
<td>21.65%</td>
</tr>
<tr>
<td>Suboptimality rate</td>
<td>0.01%</td>
<td>57.16%</td>
</tr>
<tr>
<td>Max suboptimality gap</td>
<td>0.0012%</td>
<td>6.94%</td>
</tr>
<tr>
<td>Average online computation time</td>
<td>0.01s</td>
<td>0.01s</td>
</tr>
</tbody>
</table>

Table IV suggests that although both methods have similar computation time, the direct prediction method exhibits much higher infeasibility rates and optimality gaps, because it neglects the constraints as well as the intrinsic solution structure of the UC model, and predicts the binary variables and continuous variables separately. In contrast, the proposed method takes full advantage of the optimization model, so it is able to provide high-quality solutions.

Further tests considering $N - 1$ line contingency are also carried out. Before the training phase, the constraint reduction method in Section IV-C is applied to accelerate sample generation. Compared with conventional UC problems, the inclusion of contingency constraint leads to the growth of optimal patterns, therefore, a larger dataset with 120000 training samples and 20000 test samples are used. The results of the top-50 prediction are shown in Table V. It can be seen that the size of the pattern set approximately converges to 700 as the training set size increases, and the proposed method exhibits a satisfactory performance. When the training set size reaches 120000, only 0.01% of test samples are predicted to be infeasible, 0.04% of predicted solutions are suboptimal, and the maximum sub-optimality gap is no more than 0.1%, demonstrating the effectiveness of the proposed method on contingency-constrained UC problems.

**TABLE V: Test results considering contingency**

<table>
<thead>
<tr>
<th>Training set size</th>
<th>20000</th>
<th>50000</th>
<th>80000</th>
<th>120000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of pattern set</td>
<td>403</td>
<td>569</td>
<td>664</td>
<td>716</td>
</tr>
<tr>
<td>Infeasibility rate</td>
<td>0.07%</td>
<td>0.05%</td>
<td>0.03%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Suboptimality rate</td>
<td>0.09%</td>
<td>0.04%</td>
<td>0.03%</td>
<td>0.04%</td>
</tr>
<tr>
<td>Max suboptimality gap</td>
<td>0.14%</td>
<td>0.08%</td>
<td>0.08%</td>
<td>0.082%</td>
</tr>
</tbody>
</table>

B. A real-world 1881-bus system

A real-world power system in China is used to test the performance of the proposed method on large-scale systems. It consists of 1881 buses, 2760 transmission lines, 180 thermal generators, and 3 wind farms. The total installed capacity of thermal units is 48.7GW, the peak load is 41.8GW, and the capacity of each wind farm is 1.5GW. The classification model is trained on 2 servers, each with 4×22-core Intel Xeon CPU (E5-2699 v4 @ 2.20GHz) and 1024 GB memory. Optimization problems are solved by CPLEX 12.9. The sample set consists of 40000 training samples and 10000 test samples.

To maintain a fair comparison, the offline solution time of CPLEX and the online prediction time of the proposed method are tested on the same laptop used previously. Using the default setting with an optimality gap of 0.01%, CPLEX fails to find an optimal solution in 10 hours. So the criterion for termination is manually modified to a 0.1% optimality gap. We solve 100 instances with samples randomly chosen from the 10000 testing samples and record the statistical performance of CPLEX. Results are displayed in Table VI, from which we can see that it takes CPLEX around 1 hour to solve the UC problem. For the proposed ML method, $k = 50$ is used for the ANN-based classification method. The online prediction time of all the 10000 samples is also recorded and exhibited in Fig. 12. The average online processing time is only 0.42s, achieving an acceleration of four orders of magnitudes.

**TABLE VI: Comparison results on the 1881-bus system**

<table>
<thead>
<tr>
<th>Method</th>
<th>CPLEX solver</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average solution time</td>
<td>3448s</td>
<td>0.42s</td>
</tr>
<tr>
<td>Maximum solution time</td>
<td>4026s</td>
<td>1.41s</td>
</tr>
<tr>
<td>Minimum solution time</td>
<td>2574s</td>
<td>0.35s</td>
</tr>
<tr>
<td>Standard Deviation of solution time</td>
<td>386s</td>
<td>0.07s</td>
</tr>
</tbody>
</table>

Table VII presents the quality of the solution offered by the proposed method. In this case, as CPLEX fails to find the true optimal solution with default optimality gap, the approximate optimal solution with an optimality gap of not more than 0.1% is used as the benchmark; $obj_{i}^{CPLEX}$ denotes the objective value of sample $i$ at this solution. The maximum sub-optimality gap is defined as

$$\max_{i} \frac{obj_{i}^{pred} - obj_{i}^{CPLEX}}{obj_{i}^{CPLEX}}$$

where $obj_{i}^{pred}$ is the objective value of sample $i$ at the predicted solution. Table VII suggests that when the number of samples is sufficiently large, only 0.1% of solutions for test samples are infeasible, and the objective value predicted by the proposed method is very close to the one offered by CPLEX. In summary, the proposed method has the potential to be used in real-world large-scale power systems.
This paper proposes a classification-based method to predict the optimal solution of power system dispatch problems modeled by MIQPs/MILPs. Instead of directly learning the optimal strategy, the proposed method learns the map from the parameter to the optimal patterns which are discrete and accounts for mandatory constraints. The tree-based classification gives interpretable policy and the ANN-based one has better efficiency in high-dimensional problems. Results of the DCOPF problem is compared with the analytical method, and validates the accuracy. Case studies on the UC problem demonstrate that the online processing time is less than a second, because the online prediction entails solving only a set of linear equations. The strategy offered by the ML method exhibits a small optimality gap with a magnitude of 0.1%, which is generally acceptable in practice. LMP can be obtained conveniently without extra effort.

Future work is to increase the efficiency of sampling: using more dedicated samples that are properly chosen rather than randomly chosen, so as to reduce the required number of samples while maintaining a sufficiently low infeasibility rate and optimality gap. Extending the method in a dynamic environment and tackling multi-stage decision-making problems are also promising directions.

**APPENDIX A**

**FORMULATION OF NCUC**

An NCUC problem can be modeled as the following MIQP:

\[
\begin{align*}
\text{min} & \quad \sum_{i} \sum_{t} \left( F^U_{it}(u_{it}, v_{it}, z_{it}) + F^C_{it}(p_{it}) \right) \\
\text{s.t.} & \quad \text{Cons-Binary, Cons-Continuous}
\end{align*}
\]

(25a)

where \( z_{it} = 1/0 \) means the unit is on/off in period \( t \); \( u_{it} = 1 \) means the unit is startup in period \( t \); otherwise \( u_{it} = 0 \); \( v_{it} = 1 \) means the unit is shutdown in period \( t \); otherwise \( v_{it} = 0 \); \( p_{it} \) is the output of unit \( i \) in period \( t \); function

\[
F^U_{it}(u_{it}, v_{it}, z_{it}) = SU_{u}u_{it} + SD_{v}v_{it} + SZ_{z}z_{it}
\]

(25b)

consists of startup cost, shutdown cost and running cost, where \( SZ_{z} \) is the fixed running cost coefficient, and \( SU_{u}/SD_{v} \) is the startup/shutdown cost coefficient. Function

\[
F^C_{it}(p_{it}) = a_{i}p_{it}^{2} + b_{i}p_{it}
\]

(25c)

is the variable operation cost, depending on the output level. **Cons-Binary** encapsulates all constraints involving binary variables:

\[
\begin{align*}
&-z_{i(t-1)} + z_{it} - z_{ik} \leq 0, \forall i, \forall t, \\
&\forall k \in \{1, \ldots, T^{\text{on}}_{i} + t - 1\} & (25d) \\
&z_{i(t-1)} - z_{it} + z_{ik} \leq 1, \forall i, \forall t, \\
&\forall k \in \{1, \ldots, T^{\text{off}}_{i} + t - 1\} & (25e) \\
&-z_{i(t-1)} + z_{it} - u_{it} \leq 0, \forall i, \forall t & (25f) \\
&z_{i(t-1)} - z_{it} - v_{it} \leq 0, \forall i, \forall t & (25g) \\
&z_{it}, u_{it}, v_{it} \in \{0, 1\}, \forall i, \forall t & (25h)
\end{align*}
\]

where \( T^{\text{on}}_{i} \) and \( T^{\text{off}}_{i} \) are the minimum-up and minimum-down time of unit \( i \); constraints (25d)-(25e) denote the minimum-up and minimum-down time of each generator, respectively; inequality (25f) forces \( u_{it} = 1 \) when \( z_{i(t-1)} = 0 \) and \( z_{it} = 1 \) to represent the startup action, otherwise \( u_{it} = 0 \) because of the minimization of objective function. Inequality (25g) influences \( v_{it} \) in a similar way to represent the shutdown action. **Cons-Continuous** includes all constraints involving continuous variables:

\[
\begin{align*}
&z_{it}p_{i}^{l} \leq p_{it} \leq z_{it}p_{i}^{u}, \forall i, \forall t & (25i) \\
p_{it} - p_{it(t-1)} \leq (2 - z_{i(t-1)} - z_{it}) p_{i}^{l} + (1 + z_{i(t-1)} - z_{it}) RU_{i}, \forall i, \forall t & (25j) \\
p_{i(t-1)} - p_{it} \leq (2 - z_{i(t-1)} - z_{it}) p_{i}^{l} + (1 - z_{i(t-1)} - z_{it}) RD_{i}, \forall i, \forall t & (25k) \\
\sum_{i} p_{it} + \sum_{j} p_{jkl}^{s} = \sum_{j} p_{jkl}^{d}, \forall t & (25l) \\
-F_{l} \leq \sum_{i} \pi_{i} p_{it} + \sum_{j} \pi_{jl} p_{jkl}^{d}, \forall l & (25m)
\end{align*}
\]

where \( p_{i}^{l} \) and \( p_{i}^{u} \) are the minimum and maximum output of generator \( i \); \( RU_{i}/RD_{i} \) are the ramp-up/ramp-down limits of generator \( i \); \( p_{jkl}^{s} \) represents power demand of bus \( j \) at time \( t \); \( p_{jkl}^{d} \) is the renewable output at bus \( k \) and time \( t \); \( F_{l} \) is the line flow limit of line \( l \); \( \pi_{i} \) represents the power transfer distribution factor from bus \( i \) to line \( l \); (25i) indicates generation capacity, (25j) and (25k) prescribe upward and downward ramping limits, (25l) imposes system-wide power balancing, and (25m) stipulates the flow capacity limit of each transmission line.

All the constraints (25d)-(25m) are linear, and the problem is an MIQP. Let \( x = \{ p_{i,t}^{s}, v_{it}, \forall i, \forall t \} \) and \( y = \{ z_{i,t}, u_{it}, v_{it}, \forall i, \forall t \} \) represent continuous and discrete variables respectively. Parameter is renewable output \( \theta = \{ \pi_{jkl}^{s}, \forall k, \forall t \} \). Then NCUC comes down to the canonical form in (1).

For more comprehensive discussions on the concrete optimization models of UC, ED and OPF, please refer to [44].
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