DEEPSO to Predict Wind Power and Electricity Market Prices Series in the Short-Term
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Abstract – With the advent of restructuring electricity sector and smart grids, combined with the increased variability and uncertainty associated with electricity market prices (EMP) signals and players’ behavior, together with the growing integration of renewable energy sources, enhancing prediction tools are required for players and different regulators agents to face the non-stationarity and stochastic nature of such time series, which must be capable of supporting decisions in a competitive environment with low prediction error, acceptable computational time and low computational complexity. Hybrid and evolutionary approaches are good candidates to surpass most of the previous concern considering time series prediction. In this sense, this work proposes a hybrid model composed by a novel combination of differential evolutionary particle swarm optimization (DEEPSO) and adaptive neuro-fuzzy inference system (ANFIS) to predict, in the short-term, the wind power and EMP, testing its results with real and published case studies, proving its superior performance within a robust prediction software tool.

Index Terms – Differential evolutionary particle swarm optimization; Electricity market prices; Forecasting; Short-term, Wind power.

I. INTRODUCTION

With the increasing concern in higher integration of renewable power generation, namely the wind power, even considering all the economic and environment features, nonetheless, due to its stochastic, unpredictable and uncertainty behaviour motivates harder and costly operations in electrical framework, and consequently, motivates more uncertainty and competition in regulated electricity markets, making more difficult to all market players make their strategic bids without accurate, reliable and proficient prediction tools to support their decisions.

One way to mitigate some of the problems described above for a correct and sustainable management of electrical system, involves the integration of energy storage systems, which makes the electrical system more flexible in the presence of renewable energy versus the conventional energy production, incrementing the quality management of energy flows, via increasing the renewable penetration, and helps to mitigate the operational costs, however, their implementation is very costly, and often, it is still in experimental phases in some cases [1-2].

Another way, more economical and versatile, is the usage of predictive tools to determine the future behaviour of the wind potential, making possible the creation of a portfolio of possible generation, even considering the predicted profile of EMP, which are also influenced by external, society an environmental factors, and electricity agents’ behaviours [3].

In recent years the efforts carried out by the scientific community has been massive to present more viable an reliable solutions which allow to mitigate the countless problems in the electrical system, and its reflection is present on larger proliferation of techniques and predictive approaches as shown by example in [4] or even in [5].

Considering the widespread state-of-the-art in the areas of predicting the wind power or EMP, is necessary to consider some different aspects, such as, the family where the proposed methodology is includes, the time horizon prediction used and also the prediction field [6]. Thus, starting from the field of wind power, the prediction methodologies can belong to the family of physical and statistical methodologies where the latest show accurate response in time [7]. Also, when it is considered the field of EMP prediction the methodologies may be categorized in hard and soft computing methodologies, where soft computing methodologies proved to be the most proliferated due to their versatilities, ease implementation and understanding [8]. Regarding the time horizon prediction, the scientific community considers with some unanimity the three horizons, very-short, short, and long-term horizons, as described in [9]. For instance, in [10] was presented a comparison study between different hybrid models and conventional models such as persistence, neural networks (NN) and fuzzy-NN to predict the wind speed behavior using different original wind speed series divided in three cases studies with different time steps from a Chinese Qinghai wind farm. In [11] was presented a hybrid model composed by NN and improved simplified swarm optimization to predict the wind power behavior from an important wind farm located in Taiwan, considering the wind speed and wind power data for several years predicting for the daily wind power prediction set. In [12] was presented a hybrid model combining mutual information (MI), wavelet transform (WT), evolutionary particle swarm optimization (EPSO), and ANFIS to predict in short-term, the wind power behavior of wind farm connected to the Portuguese transmission system operator, considering intervals of 3 hours ahead with a time-step of 15 minutes, predicting the wind power behavior till 24hours ahead. In [13] was presented a power prediction methodology combining pre-processing model, back-propagation NN and genetic algorithm to predict with historical data the electrical power for 24 hours ahead with a time step of 30 minutes and comparing the results with other obtained with different NN models proving the superiority of hybrid model proposed.
In [14] was proposed Wavelet NN considering the hidden neurons constructed based on multi-dimensional Morlet wavelets, trained by improved clonal selection algorithm for wind power prediction, considering the real hourly data of system level wind power generation in Alberta, Canada, divided in set of 6 hours to predict one week ahead.

Considering EMP prediction, for instance in [15] was presented a full study of hybrid prediction models applied in electrical system and proposed two hybrid forecasting models to predict the next-day base load electricity prices on the APX power exchange for Great Britain. In [16] was proposed a recurrent NN prediction model for the day ahead deregulated EMP using Elman network, considering historical data from markets of mainland Spain and New York, presenting the results under a time step of 1 hour ahead till 168 hours ahead.

In [17] was presented a hybrid prediction model combining MI, WT, EPSO and ANFIS methodologies to predict the EMP series from different markets in different spatial years, and different time ahead prediction without exogenous data. The markets under study were the mainland Spain market from years 2002 and 2006, and PJM market from year 2006, considering also different horizon prediction time between 24 till 168 hours ahead with a time step of 1 hour.

In [18] was proposed a prediction model for short-term spot prices in the Nordic power market, considering a Cuckoo search Levenberg–Marquardt (CSLM)-trained, CSLM feed-forward NN (CSLM-FFNN) for the solved process that combines the improved Levenberg Marquardt and Cuckoo search algorithms. The proposed considered the power generation and system load as input sets to facilitate the efficient use of transmission and power generation resources by direct market participants. The model was tested with real data from Nord Pool and mainland Spain markets data from years 2009, and 2002, respectively.

In [19] was presented a hybrid prediction model for hourly electricity price prediction considering the real data of 2001 from New England area. The proposed model was implemented in two steps. In the first step, a set of relevance vector machines (RVM) was adopted for an individual prediction. In second step, the previous predictions were aggregated to create a linear regression ensemble. Thus, was considered a micro-genetic algorithm to create the final EMP prediction forecast.

In this work, and in line with the features demonstrated by hybrid prediction methodologies above, is proposed a novel model to predict the wind power and EMP behavior in the short-term. In detail, in case of predicting wind power behavior, the prediction will be made with a range of 3 hours ahead with a time step of 15 minutes and refreshing the system till complete a time horizon of 24 hours ahead. In the case of EMP prediction, the prediction will be for 168 hours ahead with a time step of 1 hour. In both prediction methodologies, it will be used, for the first time in this field of knowledge the combination of differential evolutionary particle swarm optimization (DEEPSO), which is itself a hybrid method, combined with adaptive neuro-fuzzy inference system (ANFIS), hybrid by nature also.

For a reliable and free ambiguity comparison of proposed prediction methodology, no exogenous data will be used in both case of study, and the real historical data used will be comparable to those data used in reported and published models [12] and [17]. The remaining manuscript is described as follows: Section 2 describes the concepts used to create the predictive tool, and also the algorithm used for wind power or EMP prediction. Section 3 describes the criteria used for validate and compare the capabilities of the proposed prediction methodology with previous and published methodologies, and the data used to carry out the prediction. Section 4 reports the results obtained for wind power and EMP predictions and the comparison carried out, and finally, Section 5 presents the main conclusions drawn in this work.

II. PROPOSED HYBRID MODEL

The proposed hybrid model, hereafter called hybrid prediction model (HPM), is an innovative mixture of DEEPSO and ANFIS models. The DEEPSO model offers augmented ANFIS capabilities, by helping to tuning its membership functions, attaining a lower prediction error.

A. Adaptive Neuro-Fuzzy Inference System

ANFIS is a well-known hybrid combination of NN and Fuzzy algorithms combining useful features such as low computational requirements, possibilities to deal with a large number of data, and high response features. Furthermore, it has self-learning capabilities which helps to self-adjust its parameters [17]. The general ANFIS structure is based on several layers providing the fuzzification, rules, normalization data, desfuzzification, and data reconstruction process as described in [9], [12]. In Fig. 1 is described the universal ANFIS structure.

B. Differential Evolutionary Particle Swarm Optimization

DEEPSO is a hybrid successful combination from EPSO model, which is itself a hybrid combination of its ancestor model, i.e., particle swarm optimization, where the weight factors have self-adaptive features, combined with evolutionary programming bringing self-adaptive operators [20], and differential evolution algorithm, which provides a new solution from current particle of the swarm by adding a fraction difference between two other points experimented from the swarm evaluated [21]. DEEPSO formulation is similar with EPSO [22], however the movement rule has new notation, i.e.:

$$X_i^\text{new} = X_i + V_i^\text{new}$$

$$V_i^\text{new} = w_i^0 V_i + w_i^1 (X_{i1} - X_{i2}) + P w_i^2 (b_g - X_i)$$

where:

$$w_i^0 = w_{ik} + \tau N(0,1)$$

$$b_g = b_g \left(1 + w_g N(0,1)\right)$$

Components $X_i^j$ should be any pair of different particle already tested, ordered to minimize at the end, i.e.,

$$f(X_i^j) < f(X_i^k)$$
From (1)-(5), $X_i^{\text{new}}$ is the new position of the particle, $V_i^{\text{new}}$ is the new velocity found, $P$ is a diagonal binary matrix containing value 1 when probability is $p$, and 0 with $(1-p)$. $w_{ik}$ are the mutated weight of inertia, memory and cooperation of the swarm, given by a learning parameter $\tau$ (fixed or mutated) and $N(0,1)$ is a random Gaussian variable with 0 mean and variance 1. Also, $b_g^*$ is the global position provided by new weight $w_g$ collected from a diagonal matrix, having a self-adaptive feature and in this sense suffers mutation [20], [21].

Components $X_i^1$ and $X_i^2$ assures that a suitable pull is done considering macro-gradient points in a descending direction depending from the structured comparison of $f(X_i^1)$ and $f(X_i^2)$. In this sense, in DEEPSO the component $X_i^1$ is assumed as $X_i^1 = X_i$, and component $X_i^2$ is sampled from the set of best ancestors from the swarm of $n$ particles, i.e., $S_{bb} = \{b_1, b_2, ..., b_n\}$ [22]. The universal idea behind of DEEPSO movement is briefly expressed in Fig. 2.

C. Hybrid Prediction Model.

The HPM model is illustrative described in Fig. 3, giving more focus on the DEEPSO method. The HPM model is designed considering the following steps:

- Step 1. Initialize the HPM model with an historical data matrix of wind power or EMP respectively, considering the prediction time scale on each prediction field.
- Step 2. Train the ANFIS method with the previous sets of historical data. The optimization process of membership function parameters will achieve with DEEPSO method. All parameters considered are summarized in Table I. As in [12] and [17], the ANFIS inference rules are obtained by considering the automatic ANFIS mode, achieving more improvements.
- Step 3. Until the best results or convergence are not reached:
  - Step 3.1. Jump to Step 4 in case of EMP;
  - Step 3.2. Jump to Step 2 in case of wind power prediction, refreshing the historical data matrix. When the best result is found or convergence is reached, the wind power data is predicted for the next three hours till complete 24 hours ahead.
- Step 4. Compute the predicting errors with different criteria to validate the proposed HPM model.

III. PREDICTION VALIDATION

To compare the proposed HPM model with other models previously published and validated to predict wind power or EMP in short-term, the mean absolute percentage error (MAPE) criterion is commonly used.

$$\text{MAPE} = \frac{100}{N} \sum_{n=1}^{N} \left| \frac{\hat{p}_n - p_n}{\bar{p}} \right|$$

$$\bar{p} = \frac{1}{N} \sum_{n=1}^{N} p_n$$

where $\hat{p}_n$ is the data predicted at hour $n$, $p_n$ is the real data at hour $n$, $\bar{p}$ is the average value for the prediction time horizon, and $N$ has the length of observed points. Following the same idea from previous criterion, the uncertainty of the HPM model is evaluated using the error variance, described as:

$$\sigma_{e,n}^2 = \frac{1}{N} \sum_{n=1}^{N} \left( \frac{\hat{p}_n - p_n}{\bar{p}} - e_n \right)^2$$

$$e_n = \frac{1}{N} \sum_{n=1}^{N} \left| \frac{\hat{p}_n - p_n}{\bar{p}} \right|$$

Moreover, for wind power prediction, the normalized mean absolute error (NMAE) criterion is used [12]:

$$\text{NMAE} = \frac{100}{N} \sum_{n=1}^{N} \left| \frac{\hat{p}_n - p_n}{P_{\text{installed}}} \right|$$

where $P_{\text{installed}} = 2700\text{MW}$. 

![Fig. 1. Universal ANFIS structure.](image1)

![Fig. 2. DEEPSO universal particle movement rule.](image2)

![Fig. 3. HPM flowchart.](image3)
### TABLE I

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Type or Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication Probability</td>
<td>0.10</td>
</tr>
<tr>
<td>Final Inertia Weight</td>
<td>0.01 - 0.15</td>
</tr>
<tr>
<td>Initial Inertia Weight</td>
<td>0.50 – 0.90</td>
</tr>
<tr>
<td>Initial Population Size</td>
<td>100</td>
</tr>
<tr>
<td>Initial Sharing Acceleration</td>
<td>0.50 – 2.00</td>
</tr>
<tr>
<td>Initial Swarm Learning</td>
<td>1.00 – 2.00</td>
</tr>
<tr>
<td>Initial Swarm Sharing Process</td>
<td>2.00</td>
</tr>
<tr>
<td>Learning Parameter</td>
<td>1</td>
</tr>
<tr>
<td>Maximum Value of New Position</td>
<td>Set of Max. Inputs</td>
</tr>
<tr>
<td>Minimum Value of New Position</td>
<td>Set of Min. Inputs</td>
</tr>
<tr>
<td>Necessary iterations</td>
<td>100 – 1000</td>
</tr>
</tbody>
</table>

### ANFIS

- Membership Functions: 2 – 15
- Number of Epochs: 2 – 50
- Style of Membership Function: Triangular

### IV. CASE STUDIES

#### A. Wind Power Prediction

The HPM model was used to predict the wind power for 3 hours ahead with a time-step of 15 minutes till complete 24 hours ahead (short-term prediction), considering the historical data of wind power in Portugal between 2007 and 2008 as described in [12] where were considered the different seasons of the year. Also, for a fair and clean comparison, only historical data of wind power is used, i.e., no exogenous data are taken into account.

Figures 4 and 5 show the numerical wind power results for spring and fall days, respectively. In both results is possible to observe how the HPM model accurately predict the sudden and heavy changes of wind power profiles, i.e., its uncertainty behavior in the whole day of prediction in analysis day.

Additionally, Tables II, III and IV, show a comparison between HPM model with other previous model published in specialized literature, regarding MAPE, daily error variance and NMAE criterion respectively.
B. Electricity Market Prices Prediction

The HPM model was used also to predict the Spanish EMP for the next 168 hours with a time-step of 1 hour considering the previous 6 weeks. More details are available in [17]. As previous case study, to allow a fair and clean comparison, no exogenous data are taken into account, and the whole 4 seasons were considered for comparison. Figures 6 and 7 show the numerical results for summer and winter weeks considering EMP study, respectively. In both results is again possible to observe how the HPM model accurately predict the behavior in the whole week of prediction in each analysis week. Furthermore, Tables V and VI, show a comparison between HPM model with other previous model published in specialized literature, regarding MAPE, and weakly error variance and criterion respectively. The CPU time was less than 2 minutes, on average, in all cases studied, running in standard PC with 2GHz CPU and 4GB of RAM.

<table>
<thead>
<tr>
<th>Table V</th>
<th>Comparative MAPE Outcomes for EMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter</td>
</tr>
<tr>
<td>FNN [17]</td>
<td>4.62</td>
</tr>
<tr>
<td>HIS [17]</td>
<td>6.06</td>
</tr>
<tr>
<td>AWNN [17]</td>
<td>3.43</td>
</tr>
<tr>
<td>CNEA [17]</td>
<td>4.88</td>
</tr>
<tr>
<td>Proposed HPM</td>
<td>3.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table VI</th>
<th>Comparative Weakly Error Variance Outcomes for EMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Winter</td>
</tr>
<tr>
<td>FNN [17]</td>
<td>0.0018</td>
</tr>
<tr>
<td>AWNN [17]</td>
<td>0.0012</td>
</tr>
<tr>
<td>NNWT [17]</td>
<td>0.0009</td>
</tr>
<tr>
<td>HIS [17]</td>
<td>0.0034</td>
</tr>
<tr>
<td>CNEA [17]</td>
<td>0.0036</td>
</tr>
<tr>
<td>EPA [24]</td>
<td>0.0012</td>
</tr>
<tr>
<td>Proposed HPM</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

A novel hybrid model, called HPM, was proposed for short-term wind power and EMP prediction. An innovative combination of relevant models (DEEPSO and ANFIS) was proposed for the first time to predict wind power and EMP behavior, considering only historical data within each field of prediction. The comparison carried out shows an interesting improvement, where the MAPE criterion reached 4.43% in case of wind power and 4.92% in case of EMP. The error variance reached 0.0019 and 0.0019, respectively, showing the enhanced precision of the proposed model without considering exogenous data, working only with historical data available from public domain, providing also a tractable trade-off between computational time and MAPE, which is important for real-life applications.
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